Improving end-of-school assessments and examinations: What do we mean by “good”?

Isabel Nisbet, University of Cambridge International Examinations

 (nisbet.i@cie.org.uk)

Abstract 
Although international comparisons of school systems are much studied, there has been less comparative attention paid to the end-of-school assessment or examination arrangements. Where they have been considered, they have often been depicted as barriers to desirable educational reform. The paper offers nine criteria for what is meant by “good” when comparing assessment arrangements, and suggests that international comparative work could start with self-assessments by national examination authorities against those criteria. 
(Key words: improving educational assessment; creating high-stakes tests that have positive effects on instruction; international comparisons)
The problem 

International comparisons of school systems have never been more popular, often defining as “successful” those countries which top international tests in literacy, numeracy, science or reading. McKinsey, for example, has looked for common attributes of the systems of countries which do well in these tests and has suggested ways in which national outcomes can be improved (McKinsey, 2007, 2009). But one aspect of school education in almost all countries is seldom considered – the assessments or examinations which students take when they leave school. It is not clear whether McKinsey’s top-performing countries succeed because of, or in spite of, their public examinations system (if they have one). 

End-of-school assessment has also been difficult to square with much modern thinking about assessment. The distinction between formative and summative assessment often implies a preference for the former as feeding back into students’ continuing learning, while summative assessment measures and describes the level of achievement that the student has attained at the end of a process of learning. 
Similarly, the work of the Assessment Reform Group and others has urged a move away from “assessment of learning” towards “assessment for learning”.

 The Third International Conference on Assessment for Learning in March 2009 produced this revised definition:

“Assessment for learning is part of everyday practice by students, teachers and peers that seeks, reflects upon and responds to information from dialogue, discussion and observation in ways that enhance ongoing learning.” (James, 2011)

Against this definition, end-of-school examinations clearly do not fit – they are not “part of everyday practice”, they do not usually draw on “dialogue, discussion and observation”, instead being based on a controlled subset of evidence, and it is not obvious how most of these assessments “enhance student learning”, as they are often taken at the point of the student’s departure from school. The governments of many Asian countries have formally embraced assessment for learning, but commentators have concluded that success in putting it into practice has been limited because teachers have “found it hard to fight the examination culture”. This, it has been argued, is particularly so in countries which have inherited the traditional emphasis on examinations in the Confucian tradition (Berry, 2011) , together with what SEAMEO describe as “the extraordinary emphasis placed by students and parents [in South East Asian countries] on higher or tertiary education” (SEAMEO, 2001). These factors, it is argued, have the distorting effect of putting college entrance examinations on a pedestal above all other parts of schooling. 
In many discussions of educational reform, end-of-school examinations are seen as, at best, a necessary evil, and at worst, a hindrance to good teaching and learning. I shall say more later about the alleged “backwash effects” of examinations, but the tone of much discussion of examinations prompts the question which this paper attempts to address: Are some systems of end-of-school assessment better than others? What do we mean by a “good” end-of-school assessment? And is it time for the international comparative spotlight to be shone on end-of-school assessments, as it has been on other aspects of school systems? 
Categories of end-of-school assessment 
Most end-of-school assessments are summative and correctly described as “assessment of learning”. Their primary purposes are, I suggest, two-fold:
· To act as a basis for selection for higher (or further) education or employment . Assessment for selection is by definition discriminatory, and is used to rank applicants for places so that those who do well in the assessment(s) are preferred for selection over those with lower marks or grades. Where there is little need to be selective – for example, in countries or states where most students go to their local university and there is little competition for places – this purpose is less important. 
· To recognise or confirm the level of attainment that the student has achieved. In my view this purpose is often not given its due. After some 12 years of education, the end-of-school examination certificate and any associated award ceremonies denote publicly what the student has achieved, and that in itself can be motivating and rewarding for students and their families. 

Alison Wolf has distinguished two main types of end-of-school assessment. The first is “examinations set by publicly constituted or recognised examination boards , operating within a structure of national (or regional) curricula, subject committees, common papers written under ‘exam conditions’ on common dates and marked by paid, anonymous examiners”. In the second type, familiar in the USA and countries influenced by the USA, “the key experience is of sitting standardised tests in a largely multiple-choice format, which are created and (machine) marked under conditions of tight security by the permanent staff of teaching agencies.” (Wolf, A, 2000)
To complete the picture we can add two more categories. One is school-based assessment – coursework or project work assessed by teachers in the candidate’s school or college. In many systems a proportion of end-of-school assessments in certain subjects involve assessment by the students’ own teachers of projects, performances or artefacts that have been produced at school. Parts of the new Hong Kong Diploma, for example, are now examined by school-based assessment, and this change has proved challenging for teachers and pupils. In the State of Queensland in Australia, there was a firm move away from external examinations in the 1970s, partly fuelled by dissatisfaction with the previous public examinations and informed by the Radford Report in 1970, which criticised the effect of external examinations on teaching and learning and recommended “systematic collection of student achievement data by the teacher” (Queensland, 2010). Uniquely among the states of Australia, certification at the end of Year 12 is based 100% on school-based assessment. 

My final category might be seen as a sub-set of school-based assessment but is sufficiently distinctive to be worth considering separately. It is a generalisation from multiple, school-based, assessments. A striking example of this approach has been developed in the Republic Polytechnic, Singapore, which for a decade has structured almost all teaching and learning into one-day projects, with each student graded every day (O’Grady and Alwis, 2012). The daily grading report to the student has formative uses, as the student receives helpful feedback on strengths and areas for development. However, the final assessment, which averages the daily grades, has the summative function of describing the student’s achievement at the institution. 
So there are at least these four types of end-of-school assessment. Which is the best? Are there common criteria which we can use to evaluate the systems in different countries, whichever category they fall under? 

Five common regulatory criteria for assessments 
Some exam boards and national assessment authorities have listed criteria which they apply to all assessments under their jurisdiction.  I shall take as an example the list used by the regulator of examinations in England, Ofqual (Ofqual, 2012), although similar lists are often seen in academic and government publications in many countries. 

1.
Validity: This is frequently seen as the most important criterion, and there is a literature on its meaning(s) , how it relates to other attributes of tests and whether it is a quality of tests themselves or of the way in which the tests are used (see, for example, Newton and Shaw, 2011). I cannot do justice to these important questions here, but the basic thrust is that an assessment is valid if it measures what it is supposed to measure. Thus, for example, an assessment linked to a prescribed syllabus would be invalid if the questions were about matters quite extrinsic to the syllabus or if it required knowledge and skills that were not covered by the syllabus. It would also be invalid if it allowed a candidate to present another person’s work as his own.  A further connotation of validity is fitness for purpose. For example, an examination used for university entrance should be relevant to the qualities and abilities sought by universities (or subject departments) and if decisions are to be made based on differences of mark or grade, those differences should be significant and capable of supporting the interpretation given. 
The concept of “fitness for purpose” becomes more difficult to apply when  assessments have multiple purposes. At the very least, many end-of-school assessments are used not only for selection purposes, but also as a basis for holding schools to account.  Berry claims that both purposes are served by systems involving terminal written examinations in China, Taiwan, Hong Kong, South Korea, Japan, Malaysia, Singapore, Vietnam and the Philippines (Berry, 2011). Newton has distinguished some 22 purposes served by assessments in England (Newton, 2007)   The more purposes are served by an assessment, the more difficult it is to serve all of them well. In practice, most countries have to be pragmatic. In the words of Ken Boston to a Parliamentary Committee in the UK:
“…it would be absurd to have 22 different sorts of tests in our schools. However, one serving 14 purposes is stretching it too far. Three or four serving three or four purposes each might get the tests closer to what they were designed to do.”  (House of Commons Children, Schools and Families Committee, 2008).
.  

A further refinement is the concept of “predictive validity”. This refers to the closeness between performance in the assessment and subsequent achievement – for example, the class of degree that the candidate gains three or four years later at university. This criterion has sometimes been taken to accommodate adjustments to test scores to make up for disadvantages that the candidate had at school which might  have much less impact on his or her later achievements, although others would say that such adjustments are outside the scope of what is being measured and hence invalid. 
The importance of ensuring that the work being examined has been done by the candidate and not by someone else – that it is “authentic” - has in some countries been seen as a challenge for school  based assessment, particularly if the student is allowed to submit work done at home. For that reason, there is a growing tendency to require more project tasks to be undertaken – or at least reports to be written - at school, under supervision, rather than at home. In England, concerns about authenticity led to a move from “coursework” to “controlled assessment”, with various prescribed controls over how tests are set, taken and marked. These controls have, however been criticised as burdensome and counter-productive, and the system is under review (Ofqual 2011). 
2.
Reliability: In the words of Ofqual, “reliability is about consistency and so concerns the extent to which the various stages in the assessment process generate outcomes which would be replicated were the assessment repeated”. Prima facie, the involvement of multiple decision-makers in setting and marking assessments is a threat to reliability. This is characteristically mitigated by training of markers, quality checks during the process of marking and moderation activities when markers review each other’s conclusions. Prima facie, reliability is a potential problems for assessments carried out by schools. In Queensland, where, as we have seen, the entirety of end-of-school assessment is school-based, a number of measures are taken to promote reliability, including moderation by review panels. The Queensland Studies Authority has also devised “Queensland Comparable Assessment Tasks” in English, mathematics and science, aligned with the Australian National Curriculum, which “provide a common quality assessment task which can be used for moderation purposes, to improve consistency of teacher judgements statewide”. The Queensland Studies Authority has carried out a longitudinal study which has reported a high level of consistency in teacher judgements, and they claim that their approach is as reliable as others using external assessment. 
The “grade every day” approach at Republic Polytechnic, Singapore, also scores highly on reliability, perhaps because, in the words of O’Grady, it has “the natural advantage of being derived from evaluations on more numerous occasions during a semester than a one-off test” (O’Grady and Alwis, 2012). Any outlying judgements by any individual teacher would be ironed out by the involvement of multiple assessors over the period.
In contrast, the “Grade Point Averages” obtained from high schools in the USA do not appear to pass the test of reliability. In the words of Alison Wolf, “Selectors take it as given that standards (and so the meaning of a Grade Point Average) will vary from high school to high school, college to college.” (Wolf, 2000). The approach taken has been to supplement information from high school grades with aptitude tests such as the SAT (previously the Scholastic Aptitude Test ),  the Graduate Record Examination (GRE) for graduate school entry, or more specialised tests for entry to medicine or law school. The validity of the school grades is balanced by the reliability of the “objective” tests.

A difficulty with using reliability as a criterion is that there are limits to the reliability of all assessments, although those limits are underresearched and not usually broadcast by exam boards, perhaps through concern that they would be blamed for giving “wrong” marks. When the English qualifications regulator, Ofqual, was set up it embarked on a research programme on reliability to make up for its comparative neglect by researchers. There is no consensus on quantifying unreliability, but in using reliability as a criterion for comparing assessments internationally, we need to bear its limitations in mind. Any country that claimed 100% reliability for its end-of-school assessments would be open to question. 

3.
Comparability: In the words of Ofqual, “comparability is about generating assessment outcomes that are comparable in standard between assessments, between assessment processes and over time” (Ofqual, 2012). It is clear that where assessments need to be compared – for example, in selecting students for an undergraduate course - the sources of evidence should be comparable, if the selection is to be fair. If they are not comparable – as appears to be the case with many high school grades in the USA – some additional, more comparable, evidence needs to be used. Comparability is particularly important when more than one organisation offers a qualification with the same name (such as “A level”). It is less important for diagnostic assessments fed back to students during a learning process: the important factor for these is the aptness and usefulness of the feedback.
It is helpful to distinguish between comparability of what is being assessed and comparability of the way in which it is assessed. In Australia, for example, there has been talk of establishing national, subject-specific, standards in particular subjects for Years 11 and 12. The method of assessment would vary from state to state – and hence the results could not be assumed to be strictly comparable - but arguably there would be greater consistency in the knowledge and skills expected at the end of schooling. 
It is well documented that some countries – notably England – are much more concerned than others about comparability over time. Alison Wolf has pointed out that this is not a relevant notion for college entry examinations in China for two reasons: first, because the only question of fairness which appears to be relevant to university applications is the need “to treat a given year’s entry fairly”(italics in original). The second reason is that Chinese end-of-school assessments are about ranking students rather than documenting achievement levels, and no claim is made for continuity of standards over time. Indeed, the Chinese authorities probably hope that standards will rise over time, driven by the achievement of the exemplar “key” schools (Wolf, 2000).

4.
Manageability (or “practicability”): This refers to the feasibility of the processes involved in the assessments in the context where they take place. Some factors are influenced by geography – eg the need to distribute papers to schools before the day of the examination and store them in secure conditions – and a judgement needs to be made about how much effort is reasonable, given the importance of the assessment. For example, in many countries, reserve question papers are prepared for end-of-school, high-stakes, examinations in all or most subjects, to be used if there are any problems with the main paper – either a mistake found in it or a breach of security reported. However, it would not be reasonable to expect reserve papers to be prepared for every test used in schools for diagnostic feedback. 

5.
Minimising bias: This is about making sure that an assessment does not result in unreasonably adverse outcomes for some candidates for reasons extraneous to the knowledge and skill being assessed. Cultural bias can disadvantage students from particular groups, such as ethnic minorities or students from rural areas, gender bias can arise from using examples more familiar to one gender, and language bias can disadvantage candidates for whom the language of the assessment is not their first language (where the competency being tested in not a linguistic competency). This criterion is particularly important to organisations, such as my own, which offer international qualifications across the world. 

Most countries have arrangements to take account of the needs of candidates with disabilities which affect their ability to be assessed but are not the competence which is being directly measured by the assessment. The arrangements made are usually classified as “special considerations” in the taking of the test (for example, by allowing the use of a reader or extra time) and/or “reasonable adjustments” to marks, with the intent of making the outcome a more valid measure of the candidate’s ability. Reasonable adjustments can also support reliability by compensating for a problem at the time of the examination, such as a bereavement or an accident, which, without the adjustment, would result in different outcome if the test were repeated in happier times. 

Other possible criteria

Other criteria deserve consideration for addition to the five discussed above. One frequently used is usually labelled as “impact” or “backwash effect”. This refers to the effect which the end-of-school assessment system has on teaching and learning. Many commentators on East Asian countries agree with SEAMEO that “in many [South East Asian] countries … public examinations are seen to have distorted the basic objectives of education since performance of the examination in the form of high grades or marks has become the major goal for students, teachers and schools”(SEAMEO, 2001) David Scott has argued that terminal examinations can have the backwash effect of transforming the construct [they] are trying to measure” (Scott, 2011). The cultural dominance of examinations in the Chinese tradition is often blamed for encouraging too much rote-learning and memorising of facts and narrowing the educational experience of the student. The assessment tail is blamed for inappropriately wagging the educational dog. 

Against this view, however, is the argument that assessments can be a driver for higher standards of knowledge and skill. Bishop, for example, cites evidence which purports to show that countries and states which have “curriculum-based external exit examinations” at the end of primary schooling outperform those which do not, although he acknowledges that countries without such examinations may perform well for other reasons (Bishop, 1997). When the New South Wales Board of Secondary Studies proposed the abolition of the School Certificate Examination (for 16-year-olds) in 1987, arguing that most students no longer left school at 16, the incoming government decided to strengthen the examination in order to “raise standards”. The same reasoning was applied in 1997 and 2004, and the examination was not abolished until 2012
.  
The focus of many discussions about backwash effect is periodic national curriculum tests, or tests of language, maths and (sometimes)science as practised in, for example, Australia (NAPLAN tests) and England. Commentators have criticised them as producing a backwash of narrow “teaching to the test” – an effect which is claimed to be greater where the test outcomes affect the accountability of the school or of individual teachers. The World Bank has published guidance on the (good) use of national assessments (Kellaghan et al, 2009), and it is important to bear in mind that good assessments can have a beneficial backwash on teaching and learning. Not all backwash is negative. However, the importance of this issue does, in my view, support adding “impact” to the criteria to be applied to end-of-school examinations.  
More problematic conceptually is the criterion of fairness. Some see it as a subset of validity – if a test is unfair to some candidates it will not validly measure what it is meant to measure, of “minimising bias”, as a biased assessment is unfair, or of comparability. Yet others see it as an over-arching term encompassing all the others
.  The 1999 AERA “Standards for Educational and Psychological Testing” distinguishes “fairness in testing” from validity and reliability and includes standards of fairness in testing and test use, as well as fairness to candidates with diverse linguistic backgrounds and candidates with disabilities (AERE et al, 1999).. Although it is possible to stretch the concept of validity to cover all these considerations, in my view it is useful to consider them separately when evaluating countries’ assessment systems. In particular, the performance of countries across the world in addressing the needs of candidates with disabilities varies considerably, and it is an unjustifiably neglected area of assessment research interest. 

However, any assessment designer will need to draw a boundary to the extent to which the concept of fairness is applied. If assessments were modified to compensate for contextual unfairness – for example, to give extra marks to candidates from low socio-economic groups or from poorly-performing schools - there would be a danger of compromising validity. In my view this charge could be laid against the provisions in the Republic of Ireland which provide for candidates who sit Leaving Certificate exams in the Irish language to receive up to 10% extra marks for doing so
. It is not clear whether this measure was introduced as an instrument of social policy or to fulfil an interpretation of human rights law, but it does encroach on the validity of the marks. 

In my view, fairness should be added to the list of criteria to be applied to end-of-school examinations, but countries should be expected to draw a boundary round its application, so that examinations do not become a lever for putting right all the wrongs in society.  
A further criterion, which is sometimes disregarded in academic studies of assessment, is confidence. In England, the statutory regulator of qualifications, Ofqual, is charged by law with a statutory objective, among others, of  “promot[ing] public confidence in regulated qualifications and regulated assessment arrangements”
.Confidence is an elusive concept – in some countries (including the UK) it can be threatened if assessments are thought to be too easy – or “dumbed down” – while in other situations the public may consider the assessments too difficult., as in Queensland, when one of the drivers for abolishing external assessment was public disquiet at the high failure rate in physics. In my view those who administer assessments on behalf of the public have a responsibility to measure public opinion and take it into account. That is not to say that they should always follow public opinion or that they can expect the public always to be happy with their decisions, but they have to earn the public’s trust to carry out their role, which can directly affect young people’s life chances. The concept of “confidence” deserves to be added to the list for evaluating countries’ systems. 

The last additional criterion which I wish to consider is security. This covers arrangements for test-setting, test-taking and test-marking, prevention of cheating and maintenance of confidentiality where required. The extent of security measures required will vary from situation to situation – in the case of the daily gradings in Republic Polytechnic, for example, the security needs for any one assessment would be very low, but all examination authorities need to consider what security measures are required. There may also be different cultural expectations of this part of the system. In Singapore, for example, most school-leaving examinations are marked outside the country, to avoid any hint of risk of compromising the strict impartiality of markers. Most other countries would prefer to use markers who had direct experience of the national system. There is no right answer to the question of how much weight to give to security, but, as with fairness, it is important that examination authorities can show that they have addressed it. 

Conclusion   
The criteria which I am suggesting for comparing different countries end-of-schooling assessment are, then:

· Validity
· Reliability
· Comparability 
· Manageability
· Minimising bias
· Impact 
· Fairness
· Confidence
· Security 
No national system will be able to excel against each one of these criteria. Some countries may choose to emphasise some at the expense of others – for example, “security” would be emphasised in national examinations in Singapore and “comparability” (including over time) in public examinations in England, while both these factors would be given much less weight by those awarding US high school grades. 

The beginning of a comparative exercise would be a self-assessment by each country’s examination authorities of its own system against these criteria. Where their approach might put one of the criteria at risk – as, for example, the school-based assessment system in Queensland might be thought to value validity above comparability  – the authority should show that it has considered whether and how to mitigate that effect, as Queensland has done through its dissemination of Queensland Comparable Assessment Tasks. If it has not considered any one of these criteria at all – for example, if it has taken no account of public confidence, or not considered fairness to candidates with disabilities – then that would be a reason for criticism. 

Once the self-assessments were obtained, they would need to have a “reality test” to see if they were recognised by those who administered the assessments and by teachers. The next step would be to compare the findings with other measures of the school systems in the countries concerned, for example, in the McKinsey evaluations or the outcomes of international tests. Such an exercise would not necessarily answer the question of which country’s end-of-school assessment system is “best”. But it would begin to structure our thinking on what we mean by “good” when comparing end-of-school assessments arrangements. 
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